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Abstract 
Large information or model structures often span 

many scale levels, and exhibit important features at each 
scale. Having a coherent and cross-scale understanding 
of such multiscale structures often requires users to 
interact with the structures at different scales. While 
multiple views allow users to see the structures from 
different locations and at different scales, establishing 
cross-scale connections between structures in divergent 
multiple views could be a challenge. This paper proposes 
a new interactive design, space-scale animation, to 
visualize the spatial and semantic relationship between 
structures in different views, and discusses the design and 
implementation of space-scale animation as a dynamic 
view transition traversing space and scale. This research 
not only extends interactive animation techniques by 
explicitly considering the scale factor, but also argues the 
necessity to integrate cross-scale semantic information 
into animation to improve the understanding of complex 
structures. 
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1. Introduction 

The size of information or model structures is 
increasing. Structures like digital libraries and biological 
models can easily have thousands or even millions of 
components, exhibiting different characteristics at 
different levels. Interacting with such large structures, 
users often need to examine the structures from various 
perspectives and at different scales. Tools like multiple 
views can be helpful.  

Multiple views allow users to see different parts of a 
structure simultaneously, or to build common ground for 
collaboration [8]. Multiple views usually appear as 
different windows (Figure 1), or as a view-in-view 
(Figure 2). With multiple views, users can easily see and 
interact with objects or structures of interests. However, 
understanding the relationship between objects in large 
structures from different views could be a challenge. For 
example, multiple views in Figure 1 give users two sub-
structures of a large biological structure, but users may 

find it difficult to tie these two structures together simply 
based on these two static views. Similarly, two views in 
Figure 2 show geographic information of two places, but 
they do not tell users how these two places may be related. 

Figure 1: Multiple views to show two different 
sub-structures in a large biological structure.  

Figure 2: A view-in-view to show two cities. 
(Maps provided by Mapquest.com) 

Usually, users can rely on navigation tools to move 
around to find out how two views are related. The 
challenge of this approach is that users may not know to 
which direction they should navigate and how far they 
should go. Furthermore, for large structures, two views 
may be at different scale levels and present scale-
dependent characteristics. Such cross-scale representation 
makes it even harder for users to navigate. For example, 
observing a protein structure, users may see folded 
molecules in one view, and atomic lattices in another. To 
move between these two views, in addition to navigation 

Primary View              Secondary View 

Secondary View              Primary View  
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direction and distance, users also need to know which 
scale they should go. Navigating through both scale and 
space is a challenge [20].  

Users need tools to better understand the cross-scale 
relationship between structures in different views without 
being swamped by complicated navigation challenges. 
Animation has been used in information visualization to 
help users see how different objects or structures are 
related. However, traditional interactive animation design 
largely focuses on view transition in space or time, and 
scale difference between views and resulting different 
semantic representations are not often considered. In this 
paper, we propose a new interactive animation technique, 
space-scale animation, which concerns cross-scale 
semantic relationship between structures of interest in 
different views. This space-scale animation helps users 
see how structures in different views are related in space 
and in scale, and provides richer information to tie these 
structures in a larger semantic context.  

This paper is structured as follows. Section two 
discusses multiscale structures, and a need for tools to 
facilitate the understanding of them. Section three 
reviews related research literature. Section four presents 
the design of scale-space animation. Following it is the 
description of the algorithm and the implementation of 
space-scale animation in both 2D and 3D environments. 
Section six discusses the implication of this research for 
information visualization and future research agenda.  

2. Multiscale Structures 

Objects in the physical world and virtual worlds 
appear differently at different scale levels, presenting 
different characteristics and patterns. Objects in the 
physical world can be observed as a cluster of galaxies at 
the level of 1026 meter, or as highly dynamic quarks at the 
level of 10-16 meter [24]. Similarly, structures in virtual 
worlds also exhibit multiscale characteristics. Large 
information resources, like digital libraries, are usually 
organized as hierarchies, which provide information with 
different levels of abstraction, to support information 
retrieval. Some structures like file systems use explicit 
hierarchies to classify documents, while others such as 
digital maps use implicit semantic structures to bond 
maps and related geographic information together. In 
these hierarchies, components are aggregated according 
to their attributes at different levels, so users can obtain 
necessary information with different levels of detail. 

While multiscale structures span many scale levels, 
the interaction scale level of human beings is very limited. 
In the real world, our naturally born capabilities do not 
allow us to see atoms with our naked eyes, or to walk to a 
destination thousands of kilometers away easily. 
Compared with the broad scale range of objects in the 
physical world from galaxies to quarks, our human 

normal interaction scale range, which is about from 
millimeters to hundreds of meters, is very limited. It is a 
challenge for human beings to interact effectively with 
the physical world at all scale levels. Similarly, in 
information worlds, when users work on information 
structures, objects displayed on a computer screen should 
be large enough to be distinguishable due to the limited 
acuity of human eyes. Small screen real estates do not 
allow complete presentation of large information 
structures. Users can only see part of a large structure on 
a single screen. The mismatch in scale makes it difficult 
or even impossible for people to interact with multiscale 
objects in both real and virtual worlds. 

To deal with multiscale structures, people usually 
focus on characteristics of objects and structures within 
certain levels rather than all levels at once. Limiting 
attention to a limited scale range allows people to break 
complicated phenomena into small components that are 
comprehensible and manageable by their limited 
cognition and interaction capabilities [1]. In selecting 
observation levels, people often set two scale limits, one 
upper and one lower. The upper limit, which is called 
extent, defines the maximum size that is observable, and 
the lower bound, called grain, defines the minimum size 
[1]. Limited cognition resources inevitably lead to a 
competition between a fine grain and a broad extent in the 
observation of multiscale structures. 

Tools have been invented to extend people’s scale 
range to observe and analyze multiscale structures. In the 
real world, tools like microscopes, telescopes, space 
shuttles, and satellites can be used to examine very small 
or very large objects and structures. The combination of 
these tools makes a multiscale system that greatly 
expands the scale range of people’s visual perception. 
Similarly in the virtual worlds, multiscale tools, like 
zooming, are used to help users see information artifacts 
at different sizes. With multiscale tools, users can 
dynamically shift their observation across scale, and 
manipulate the structures at different levels. By helping 
users see more and reach further, multiscale tools become 
important to scientific research and information 
management, both of which are dealing with increasingly 
large data sets.  

Working on large structures, users may find it a 
problem to get appropriate content and context 
information [12]. In traditional environments, the 
challenge may come from the wide spatial spread of 
components in a structure, and people need help to better 
see objects across space. In multiscale space, however, 
scale becomes another factor that may affect the 
understanding of structures. Users may fail to obtain 
appropriate content and context information simply 
because such information is at different scale levels.  

The use of semantic representations in multiscale 
technology challenges users more in cross-scale 
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understanding of structures. Semantic representations 
visualize multiscale structures with different 
representations at different scale levels to let users see 
different properties of the structures across scale. For 
example, with semantic representations, a model protein 
structure will be seen as tangled molecules at one scale 
level, and as atomic lattices at another. This implies that 
to provide users with different semantic information 
about a multiscale structure at different scale, the 
representation of the structure changes in a non-geometric 
way along scale. Users will see very different 
representations at different scales.   

Interacting with a multiscale structure, users would 
need tools to construct a better and more coherent 
understanding about different representations of the same 
structure. Without proper help, even though users can see 
the contents of various representations at different places 
and scales, it might be difficult for users to see the 
context that connects them with the structure of interest. 

Addressing this context and content problem in 
cross-scale multiple views could be even more important 
to collaboration work on multiscale structures. Some 
tasks in managing multiscale structures may demand 
more intensive labors, require faster response, or need 
broader knowledge and expertise across different scale 
levels. One user may not be capable of doing the whole 
task [42]. Then, cross-scale collaboration can help to 
divide their labors, to deal with tasks in parallel, and to 
combine different knowledge and expertise. One 
challenge in multiscale collaboration is to share 
information of interest across scales. Because users tend 
to be distributed widely in space and scale, their views 
may differ significantly. Simply sharing the views of 
others may not be sufficient for collaboration, because 
cross-scale connections between different views may not 
be available. Two views in Figure 1 and 2 can be 
regarded from a collaborative setting with two users. 
While a user can see what the other is seeing in the 
secondary view, it is still a challenge to know their 
collaboration context from these two static views. 

What this research proposes is an animated view 
transition to help build the connection between different 
views in space and scale. Traditionally, animation design 
concerns the view point interpolation in space. In this 
research, we also consider the interpolation of scale, and 
focus on the presentation of cross-scale semantic 
connections between structures in animation. 

3. Related Research 

Relevant research literature fits into three categories: 
multiscale technology, navigation in large information 
space, and interactive animation. Multiscale is of interest 
here because it concerns the understanding and 
management of large structures. Navigation draws our 

attention because the difficulty in navigating in multiscale 
structures is one of primary reasons people need help 
from tools like space-scale animation. Research on 
interactive animation lays out technical and cognitive 
foundations for this research.  

3.1. Multiscale Information Visualization 

The content and context problem has been studied 
extensively. Furnas [12] proposed a theoretical 
framework of generalized fisheye views to balance the 
content and context in hierarchical structures. This 
technique has been used to visualize a wide variety of 
data, including documents [29], 2D spatial data [32], and 
3D objects [28]. The degree of interest in observing 
hierarchical structures can also be facilitated by tools like 
fractal views [22], hyperbolic views [23], or larger 3D 
space [30,31,36]. For multiscale structures, this content 
and context problem is actually an issue concerning the 
choices of the scale level of interest. Content and context 
information is relative and dependent on the scale level at 
which a structure is presented and observed. To choose 
appropriate content and context is to set up appropriate 
grains and extents so that users can obtain balanced 
content and context information.  

Multiscale technology is an approach to help people 
manage grains and extents. In multiscale user interfaces 
[27,5], users can use zooming tools to manipulate the 
amount of content and context information displayed on 
the screen. In addition to manipulating views, multiscale 
also gives users the capabilities to control their interaction 
domains and yoke their observation and action parameters 
together [42]. 

One technique in multiscale user interfaces is to 
provide users with semantic information of structures at 
different scales. This technique is implemented as 
semantic zooming in 2D multiscale user interfaces [27,5], 
and renders the same structure with different 
representations, providing users with appropriate 
information at different scale levels, such as different 
appearances [5], different levels of details [2], or 
information with different densities [40]. Each 
representation provides users with unique semantic 
information at a particular scale level, but interpreting the 
relationship between different representations would 
require cross-scale contexts.  

One technique to help people understand the context 
of different structures is to provide users with a common 
view for structures of interest [35]. With a common view, 
users will see how these structures may be related to each 
other through some objects that are spatially relevant to 
these structures. For non-multiscale structures, it might be 
easy to find common objects as references. For multiscale 
structures with semantic representations, however, 
providing common references in a static view might be a 
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challenge, because the structures of interest may be 
related to each other through other objects that are at 
different scale levels and may be invisible in a common 
view. A single static view is not sufficient to let users see 
such cross-scale context information. 

3.2. Navigation in Large Virtual Space  

Navigation tools, which allow users to move around 
and look around, seem to be a good way to help users 
understand how different views may relate to each other. 
It has been argued that multiscale navigation can benefit 
users by providing both context and content information 
[9,25,33], although the effectiveness of multiscale 
navigation could be affected by many factors, such as 
tasks and designs [18]. 

Navigating in multiscale environments, users need 
the capabilities to manipulate their observation scale, in 
addition to the control over view positions and 
orientations. With so many parameters to control, users 
may face many challenges in multiscale navigation. One 
of them is called “desert fog” [20], which refers to a 
situation in which users get no visual information for 
navigation guidance. The lack of visual guidance could be 
a problem in any environment. However, the scale factor 
in multiscale makes it more difficult. While in 
conventional environments, users can move around to 
search for visual information, in multiscale environments, 
users also need to consider which scale they should 
choose.  

Furnas has argued that effective view navigation 
requires good residues for destinations, and regarded 
semantic representations as a design to provide effective 
navigation residues [13]. However, the effectiveness of 
semantic representations in guiding navigation is on the 
condition of the knowledge of different representations 
and their relationships. If users do not know how different 
structures are related and to what scale each 
representation belongs, they still have a problem to tell 
where to navigate.  

One way to address this “desert fog” issue is to 
impose some constrains in navigation control, and 
prevent users from moving away from places with 
sufficient visual information for navigation guidance [20]. 
Imposing constraints in navigation is also seen in 3D 
space, where the 6 degrees of freedom can easily make 
users get lost. Designs like system-walking tools [16] put 
some limits on the navigation path to prevent users from 
being lost. Integrating these designs into a fully 
interactive system may cause problems sometimes, 
because users may not be aware of the restrictions on 
their navigation control, and feel confused when they find 
their interactive control does not produce expected results.  

Teleportation in 3D is a tool to bring users from one 
place to another without traversing the space in between. 

It can reduce the chance of getting lost in navigation. 
However, teleportation only jumps from one view to 
another, and does not provide sufficient information 
about how these two views are related to each other 
spatially and semantically.  

3.3. Browsing Large Structures with Animation 

Animation has been regarded as an effective way to 
support user interaction. Users can benefit from 
animation both affectively and cognitively [7,30]. 
Research literature on animation is massive, and 
addresses a wide variety of issues, such as motion 
generation, keyframing, motion captures, object 
deformation and so on, to create smooth animation 
[17,26,39]. What is relevant to this research is the 
interactive design of animation, which focuses more on 
satisfying users’ interests and needs in interaction rather 
than improving system performances in design.  

Animation has been used to support the interaction 
with larger structures. It has been argued the object 
consistency in animation can help reduce the cognitive 
load in interacting with large and complicated structures 
[30]. It is also found that animation can help the 
construction of a conceptual understanding of information 
structures without affecting the task performances [3].  

Research on animation design in multiscale user 
interfaces is not often seen. A few designs combined 
multiscale and animation in visualizing multiscale 
structures like hierarchies [6,11]. However, most of these 
designs only animated the dynamic shift between 
different spatial layouts of the same set of data at the 
same scale level. These techniques usually do not 
consider the semantic difference between structures at 
different scales. In a recent study, van Wijk and Nuij [41] 
proposed a model to improve the animation of zooming 
and panning in 2D multiscale user interfaces. However, 
this model primarily concerns the computational 
efficiency of animation. 

Animation design in 3D usually focuses on the 
interpolation of view positions and view orientations. 
Recently, researchers began to integrate the interests and 
needs of users in animation design. Animated view in 
flying has been tied with users’ travel speed, so that 
spatial information users get during animation changes 
with their action scale [37]. Similar approach is also seen 
in 2D [19]. However, these techniques do not consider 
semantic representations in visualizing multiscale 
structures. Instead, they presented the same structure with 
the same representation, although the representation was 
differently sized at different scales. The underlying 
assumption of these techniques is that simply scaling up 
and down the same representation will provide users with 
semantic information at different scales. While such 
techniques may work in some situations, users may find 
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them inadequate in interaction with complex structures, 
such as protein models, which require the change of 
representations in a non-geometric way along scale. 

4. Space-Scale Animation 

Users need tools to help them understand the 
relationship between different structures at different 
scales. Structures could be related directly, such as one 
structure being included in the other, or are related 
through other intermediate structures. To visualize such 
relationships, tools should help users see these structures 
of interest, as well as other structures that bond them 
together. Furthermore, given the difficulty in navigating 
through multiscale environment, tools should also help 
reduce cognitive burdens in navigation control in space 
and scale.  

Space-scale animation is a design targeted to these 
two goals. It uses system-controlled animation to show 
users a dynamic view that ties structures at different 
scales in different views, and it does not require the 
involvement of users in the selection and control of 
navigation path. The dynamic view is generated by an 
interpolating function considering the view difference in 
both space and scale. In animation, both spatial and 
semantic information is presented to help users establish 
the relationship between different structures. 

4.1. Concept of Space-Scale Animation 

Animation design is to interpolate a series of view 
frames between two views. For any view frame in a 
Cartesian space in virtual environments, it can be 
uniquely determined by its view position, P, and view 
orientation, O. In 3D environments, P and O determine 
the spatial location and orientation of a view camera. In 
2D, where view orientation is fixed, only P would be 
needed to set a special view point, such as the center of a 
view window.  

We can use V(P, O) to represent a view. Thus, to 
create a view animation to show the transition from View 
Va to View Vb is to have an appropriate interpolating 
function, f, which defines all intermediate views: 

Vi(Pi, Oi) = f(i)  (0 ≤ i ≤ n)  

Where: Vi(Pi, Oi) – the ith view in the animation 
       n – the number of view frames in animation
       Va  = V0  =  f(0) 
       Vb  = Vn  = f(n) 

For multiscale structures, animation also needs to 
consider viewing scale so that the semantic 
representations could be displayed effectively and cross-
scale relationship between representations can be 
apprehended properly. For example, let’s assume that 
objects of interest in two views belong to the same 

hierarchy and their conceptual relationship in the 
hierarchy is similar to that between Node 1 and 2 in 
Figure 3. These two nodes are related to each other 
through nodes A, B and C. To help users understand the 
relationship between Node 1 and 2, animation may need 
to include views to their direct parent, Node B and C, as 
well as their lowest common parent, Node A. A dynamic 
view transition in a sequence of Node 1, B, A, C, and 2 
would visualize how Node 1 and 2 are connected in space 
and scale. When the objects of interest have a conceptual 
relationship similar to that between Node 2 and 3 in 
Figure 3, users would only need an animation that shows 
a view transition from Node 2, to C, and then to 3. An 
animation, which includes key frames to show these 
objects of interest, their lowest common parent, and other 
parents between them and their lowest common parent, 
can help users understand semantic relationship of these 
objects in space and scale. 

                                        A 
                             B             C           
                                                  
                             1      2       3 

Figure 3: Relationship of structures in views. 

Figure 4 compares space-scale animation with 
traditional space-only animation in a space-scale diagram 
[14]. Space-scale diagram is a tool to help understand 
multiscale user interfaces. Figure 4a shows two different 
representations of a structure at two scales in a workspace. 
The picture on the top indicates that the structure appears 
as two objects, a square and a triangle, at a scale of SA,
while the picture on the bottom indicates that users will 
see the structure as a circle at another scale – SB. Here, we 
assume that these three objects are all in the same 
hierarchy, and the triangle and square are like Node 2 and 
3 in Figure 3, and the circle is their lowest parent, like 
Node C in Figure 3. 

(a)           (b) 

Figure 4: Space-scale diagram of three objects. 

Figure 4b is the space-scale diagram of these objects.  
The vertical axis is the view scale or magnification, and 

(1)

U

X

X

Y

V

Z

P2
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View window 
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Y
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the horizontal axes are mapped to the original spatial 
dimensions. At different scales, the workspace will look 
differently, and objects in it will appear with different 
sizes or even different representations if semantic 
representations are applied. Stacking these different 
appearances of the workspace together gives an inverted 
pyramid. In this diagram, the workspace has both the 
triangle and square at Scale SA, but only the circle at SB.

The workspace at SA is so large that a user cannot see 
two objects in a single view window. To move from a 
view of the square to a view of the triangle, the user can 
pan the view window manually. However, due to the 
invisibility of the target, the user may not even know 
which direction to pan the view. The user can have an 
animation tool that follows a path, P1, but the animation 
will only help the user see the spatial difference between 
two objects. The user cannot obtain information about 
their cross-scale relationship. 

Space-scale animation would show the view 
transition in both space and scale. The circle is the lowest 
common parent of the triangle and the square, and a view 
of it could help users to tie the square and triangle 
together. A space-scale animation can be created by 
following the path P2 and P3. The animation following P2

shows the square is gradually being shrunk, until at one 
point, both the square and the triangle could be visible. In 
the end of this part of animation, the square and the 
triangle disappear, and the circle replaces them in the 
view. The embedment of the square and the triangle in the 
circle can be clearly depicted in the animation. Following 
P3, the animation shows a reversed process, in which the 
triangle, rather than the square is the focus. Two segments 
of this animation together help users see the spatial 
relationship between the square and the triangle, as well 
as their cross-scale relationship with the circle. 

4.2. Space-Scale Animation Design 

Traditional animation algorithms usually only 
consider view position and view orientation, and cannot 
be directly applied in P2 and P3, which require the scale 
factor. In a multiscale space, a view can be written as V(P, 
O, S), where P, O, and S are the view position, view 
orientation, and view scale respectively. Thus, to create a 
space-scale animation is to define interpolation functions 
for view path, view orientation, as well as view scale. 
Techniques to interpolate view path and view orientation 
interpolation are mature [26,39]. Thus, the focus of this 
research is on scale interpolation. 

A scale interpolation function could be in any form, 
linear or logarithmic. In multiscale user interfaces, scaling 
is usually modeled as a logarithmic function, which gives 
users a constant relative rate of change in their views. 
Thus, a logarithmic function is adopted as the basic form 
of the scale interpolating function.  

Figure 5 shows the value of view scale as a function 
of time (or the view frame number). This function defines 
a space-scale animation that links two views at two scales 
of S0 and S1 through a view of their lowest common 
parent, which is also their direct parent in this case, at an 
intermediate scale of SC.

    

Figure 5: A two-segment interpolation function. 
The function has two segments. The first segment 

interpolates the view scale from S0 to SC, and the second 
segment concerns the scale value from SC to S1. Each 
segment consumes equal time, so TC is at the mid-point of 
T0 and T1. This figure shows a general case, in which the 
animation starts and ends at different scales. The function 
can be written as: 

{ 000

111

)TtT()Tt()SSlg(

)TtT()tT()SSlg(

C

C

≤+−=−

<≤+−=−

<γα

δβ

Here, S is the interpolated scale value. Parameters of 
α, β, γ, and δ are related to S0, S1, SC, T0, and T1.

Such a function has one problem: a user will see 
scale changes very rapidly around SC. The dramatic 
change around SC may make it difficult for users to see 
the structures around SC and hurt the understanding of the 
cross-scale relationship among structures. To address this 
issue, a modified four-segment function can be used to 
reduce the change rate of scale value around SC (Figure 6).  

                 

Figure 6: A four-segment interpolation function.  
The first segment, from T0 to Tm1, starts slowly from 

S0; the second and third segments, from Tm1 to TC and 
from TC to Tm2 respectively, make slow transitions around 
SC; and the last segment, from Tm2 to T1, gradually 
approaches the destination scale. Each segment uses a 
quarter of the time of the whole animation. 

Two additional intermediate scales, Sm1 and Sm2, are 
needed to make this four-segment function. Because the 
scale change is logarithmic, these two scale values should 

Scale

SC

S1

S0

T0           TC            T1 Time

Scale

SC

Sm2

 Sm1

S1

     S0
T0     Tm1 TC Tm2  T1      Time

(2)
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be the geometric averages of S0 and SC as well as SC and 
S1. The first and last segments can still follow the 
function seen in Formula (2). The second and third 
segments are defined by the following:  

{ 111

211

)TtT()tT()SSlg(

)TtT()Tt()SSlg(

CmCC

mCCC

≤+=−

<≤+−=−

<− γα

δβ

Choosing appropriate parameters, these four segments 
can be made continuous.  

The same technique can be applied in situations 
where parent nodes are found between interested objects 
and their lowest common parent. Figure 7 shows a scale 
interpolation function for a space-scale animation which 
shows three parent nodes. In addition to a view to the 
lowest common parent of objects of interest at TC, the 
user can also see other relevant parent nodes at the scale 
of SP1 and SP2. TP1 and TP2 are the time these two views 
occur in space-scale animation, and they are at the first 
and third quartile of the total animation time.  

                

Figure 7: A multi-segment interpolation function. 

4.3. Scaling as Moving 

In multiscale environments, users can navigate by 
pure moving or combining moving and scaling [5]. In 
many situations, users can use only scaling for navigation 
as long as a proper scaling center can be chosen. This 
implies that scaling itself alone can change both view 
position and view scale. Thus, with proper scale values 
and scaling centers, view position interpolation may not 
be necessary in space-scale animation. 

Any scaling has a “fixed point”, a point that stays 
unchanged during scaling, and around which everything 
else expands, moving away, or contracts, moving closer.  
This fixed point is called the “scaling center”. The spatial 
location of the view point also expands or contracts 
related to the scaling center so that the view will show 
different objects and structures at different scales.  

Figure 8 shows how scaling can replace moving in 
2D multiscale environments. Figure 8a shows a user is 
working in a workspace with two objects, a triangle and a 
square. At the given scale in Figure 8a, the user can only 
see the triangle. The square is not visible because of the 
limited size of the view window. To see the square, the 

use can move the view to the right. Another option is to 
just use scaling. The user can first scale down the world, 
with the triangle object as the scaling center, and shrink 
all objects (Figure 8b) until the square becomes visible 
(Figure 8c). Then, the user can scale up the world by 
taking the square as the scaling center (Figure 8d). 
Scaling stops when the square gets a proper size (Figure 
8e). As seen, this pure scaling process does not involve 
any moving. Users do not need to make a decision on 
navigate direction and distance.  

Such scaling as moving could be difficult to use in 
interactive control, because users still need to know 
where to place the scaling center appropriately, which 
scaling direction they should choose to bring all objects 
of interests visible, and when to stop scaling. If they pick 
a wrong scaling center, or over-shoot in scaling, they will 
end in “desert fog” [20].  

     (a)                              (b)                      (c) 

                (d)                               (e) 

Figure 8: Scaling as moving. 

However, these issues are not a concern for system-
controlled space-scale animation. With the knowledge 
about where those objects of interest are located in space 
and scale, their coordinates can be used as scaling centers 
so that the user will always see relevant and interested 
objects in the process of animation. By comparing the 
view windows size with the rendered size of objects of 
interest, the system can determine what direction scaling 
should go and when to stop scaling.  

5. Implementation 

Space-scale animation has been implemented with 
Java in both 2D and 3D multiscale environments. Our 2D 
implementation was built upon the Piccolo toolkit [4], 
and 3D implementation was in a multiscale virtual 
environment [42]. Both of these systems provide scaling 
tools, so we focused on issues concerning the interactive 
design, such as semantic representations and the process 
control of space-scale animation. 

5.1. Semantic Representations 

Semantic representations display different 
representations at different scales. In our implementation, 
a semantic representation object wraps an array of 
geometric representations, a scale-value array defining 
the scale range for each representation to appear, and a 

View Windows    Moving 

Scale

SC

SP2

SP1

S1

S0
T0     TP1      TC     TP2       T1  Time

(3)
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       (a)                      (b)                       (c)                        (d)                        (e)                       (f)                      (g) 

Figure 10: Key frames in a 2D space-scale animation linking two maps. (Maps provided by 
Mapquest.com) 

behavior processing module to monitor scaling events in 
multiscale environments (Figure 9).  

         Scale change events  
                                   Semantic behavior 
                  Object delivery for rendering             processing 
        

        Multiscale  
environments                Representation    Scale-value  

                       array                   array 

                  Semantic  Representation Object 

Figure 9: Semantic representation object. 
To render a structure semantically, a semantic 

representation object needs to monitor a user’s interaction 
scale constantly. In our 2D implementation, the semantic 
representation object obtains the scale value by directly 
listening to zooming events. Then, the behavior 
processing module compares this value with the scale-
value array, and chooses an appropriate representation for 
rendering. Our 3D implementation ties a semantic 
representation object with the transform node that 
governs the scale of the whole 3D scene. The change of 
the scale value of this transform node wakes up the 
semantic representation object, whose behavior 
processing module then finds a proper representation for 
rendering. 

To visualize cross-scale semantic relationship 
between objects in space-scale animation, each 
representation in a semantic representation object should 
contain structural information describing its relationship 
with the multiscale structure it belongs to, such as its 
level and position in a hierarchy. Such information is 
critical to determining the semantic relationship between 
two arbitrary objects and finding their relevant parent 
structures. In some multiscale structures, such structural 
information of an object can be directly obtained from 
source data. For example, a map comes with the 
coordinates of the region it represents and a map scale. 
Coordinates and scale can be directly used to build a 
semantic structure to organize relevant maps. The scale of 
a map sets the level at which this map should be in the 
structure, and the coordinates determine in which branch 
this map should be placed. If users are interested in 
documents in a file system, a semantic structure can be 
directly constructed by using the file hierarchy, just like 

what PhotoMesa, a multiscale tool for managing image 
documents, has done [2]. For 3D structures, modeling 
data often reflect spatial relationship among objects. For 
example, 3D models described by a virtual reality 
modeling language, or VRML, often use the hierarchical 
structure of VRML to organize objects, and this hierarchy 
can help to construct a semantic relationship among 
spatial structures.  

5.2. 2D Implementation  

The 2D space-scale animation algorithm is as follows: 
1 Identifying two structures of interest in two views 

(users interactively specify what structures they 
are interested in); 

2 Getting the spatial locations of these structures 
and the scale levels at which they are visible; 

3 Finding their positions in the multiscale 
structure;  

4 Finding their lowest common parent and other 
parent objects between each structure and their 
lowest common parent; 

5 Obtaining the spatial locations of all these 
parent objects and the view scales at which they 
appear; 

6 Obtaining the geometric centers of these two 
structures of interest and all their relevant 
parent objects; 

7 Lining up these geometric centers as scaling 
centers; 

8 Generating a multi-segment interpolation 
function based on the viewing scales of these two 
structures and all others relevant parent objects; 

9 Scaling the world by following the interpolation 
function and choosing appropriate scaling 
centers (Semantic representations are applied 
during this step). 

Figure 10 is the screen shot of key frames in a 2D 
space-scale animation to help users build the connection 
of two maps seen in Figure 2, Figure 10a and 10g are 
those two maps exhibiting spatial information of two 
places at the street level. Figures 10b to 10d show 
geographic information of the place seen in Figure 10a at 
the scale levels of city, county, and state. Figures 10d to 
10f reveal where the place seen in Figure 10g is located at 
the levels of state, county, and city. Space-scale 
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(a)                       (b)                    (c)                  (d)                      (e)                  (f)                      (g)                   (h) 

Figure 12: Key frames in a 3D space-scale animation showing the relationship of atomic structures.  

animation that ties these maps together can help users see 
how close these two places are and how they are located 
to each other.  

5.3. 3D Implementation  

The implementation of 3D space-scale animation is 
slightly more complicated than its 2D version because of 
the involvement of view orientation. In 3D, two views 
may have very different view orientations. Difference in 
view orientation may be a challenge for users, because 
aligning views by doing mental rotation is difficult for 
many people [34]. Thus, animation should also 
interpolate view orientation, and do view rotation.  

When both view scale and view orientation are 
considered in animation, there is an issue about how these 
two parameters should be integrated. Should each view 
frame include the change of both view orientation and 
view scale? Or should only one parameter be allowed to 
change in two consecutive views? Technically, the 
difference between these two approaches is minimal. 
Cognitively, however, these two approaches may affect 
users very differently. Two successive views that differ 
from each other in both orientation and scale may demand 
more cognitive resources from users in interpreting what 
has happened. Allowing only one kind of change in two 
views would make it easy to comprehend the view 
transition. In our implementation, we adopted the second 
approach, and separated the interpolation of view scale 
from that of view orientation.  

Figure 11 is a 2D illustration of our 3D 
implementation. Figure 11a shows the ultimate goal of 
the view transition, which is to create an animation 
showing how View A and View B, which are at different 
locations and with different orientations, are related. 
These two views focus on different objects: a triangle in 
A and a square in B. Traditionally, animation algorithms 
create a path T for view position and orientation between 
View A and B. However, this approach does not help the 
understanding of the semantic relationship between these 
two objects of interest and their parent, P, a circle.  

Space-scale animation first rotates the view so that 
the viewing direction is perpendicular to the line linking 
two objects of interest (Figure 11b). This allows a better 
view of both objects and their parents in the animation 
process. Then, the whole world is scaled down with the 
triangle as the scaling center (Figure 11c). During this 
scaling, the user may see different representations 

because of semantic representations, as seen in Figure 
11d, where shrinking the triangle and the square more 
would make them disappear and reveal their parent object, 
the circle. When the scale reaches the level at which the 
parent node is totally visible, a view rotation process is 
initiated so that the square will be in the center of the 
view (Figure 11e). Although the square might not be 
visible at this point because of semantic representations, 
its coordinates are known by the system. Thus, a rotation 
process can be initiated and executed automatically. Next, 
the whole world will be scaled up by taking the square as 
the scaling center, with the involvement of semantic 
representations (Figure 11f). Scaling stops when the 
target scale is reached, and then the view will be rotated 
appropriately to the final view position (Figure 11g). 

   (a) 

     (b)                           (c)                        (d) 

    (e)                            (f)                        (g) 

Figure 11: Rotation-involved space-scale 
animation.  

The algorithm for 3D space-scale animation is 
similar to that for 2D, except that a rotating process is 
initiated first whenever a new scaling center is chosen so 
that the scaling center is always positioned in the middle 
of the view during scaling. For rotation processes, 
spherical linear interpolation functions are used to 
achieve a constant angular velocity.  

A

B

C

D

T

P
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Figure 12 is the screen shot of key frames in a 3D 
space-scale animation connecting two atomic structures 
seen in Figure 1. Figure 12a and 12h are the two 
divergent views. Scaling down the world will reveal a 
new structure (Figure 12b), which includes the parent 
object of the structure seen in Figure 12a. At this scale, 
the embedment is clearly presented with the parent object 
rendered as transparent. Scaling down the world more, 
the parent is no longer transparent, and is presented with 
its real appearance (Figures 12c). Further scaling down 
the world, users see the structure in which the parent 
object resides (Figure 12d). Then, the view is rotated to 
put the next scaling center in the middle of the view 
(Figure 12e). Scaling up the world (Figure 12f), the 
relationship between the target object and its direct parent 
becomes visible (Figure 12g). Eventually, the world is 
scaled up to the point at which the view only shows the 
target structure. This space-scale animation not only helps 
users see how two structures are spatially related, but also 
informs users what a cross-scale chemical structure ties 
them together.  

5.4. General Space-Scale Animation  

This space-scale animation technique can also be 
useful in the understanding of structures in very large 
space, which may not have explicit multiscale structures. 
For example, many 3D virtual environments are large, 
and users may need to go to very different places to 
collect information. It could be hard for users to tie 
objects from different places together and have a coherent 
understanding of the whole world, given that finding 
common reference objects for distributed objects could be 
a challenge. Even if people can work collaboratively in 
such environments, they may still find it difficult to build 
common ground for collaboration because of their 
distributed views and interests across large space. In these 
situations, space-scale animation can be used to narrow 
down the difference among divergent views by presenting 
the world at different scales.  

Figure 13 shows a scenario in which two city 
planners are working together on a planning project, but 
they get totally different views, Figure 13a and 13b 
respectively, because of the different scale levels at which 
they are working. These two planners can use space-scale 
animation tools to construct the context of their divergent 
views through an overview of the city, such as Figure 13c. 
With a dynamic view transition that ties two views with 
the overview, planners will know where their partner is 
working and how their objects of interest, Object A and B, 
are spatially related.  

One major concern with the use of space-scale 
animation to visualize structures that are not organized in 
a multiscale way is that it may be difficult to find an 
object that can work as the lowest common parent to tie 
two arbitrary objects together. Then, choosing the 

intermediate scale for animation becomes a challenge. 

(a)                            (b)                             (c) 

Figure 13: Two divergent views in collaboration 
and an overview showing their relationship.  

If spatial structures are what users are interested in, 
one simple way to address this issue is to use the spatial 
bounding boxes of objects. A bounding box can be 
generated dynamically as long as the coordinates and 
spatial dimensions of an object are known. For two 
objects distributed widely, a bounding box can always be 
found to include their bounding boxes, and then the view 
to this parent bounding box can be treated as the parent 
object of these two objects. The location, spatial 
dimension, and the viewing scale of this parent object can 
be used to generate space-scale animation. Figure 13c is 
actually obtained in this way by first creating a bounding 
box that includes both Object A and B and then setting up 
the viewpoint and viewing scale to have this bounding 
box within the view window. Because this bounding box 
is only important for the system in creating the animation, 
not for users’ perception and understanding of the 
environment, it does not have to appear in the view. 
Figure 14 shows what this bounding box would look like 
if it could be displayed. 

Figure 14: The bounding box used to generate 
the overview of Figure 13c. 

Currently, our system allows the direct import of 
VRML models, and supports the examination of these 
models with space-scale animation by the bounding box 
method if semantic structural information is not provided 
in VRML model. The same technique can easily be 
applied in 2D scenarios, in which the spatial relationship 
among objects is a concern. 

Often, users’ interests may go beyond spatial 
relationship among objects. Then, space-scale animation 
should include other semantic information that users may 
want in the dynamic view. For example, to examine a 3D 
model protein structure, users may need to see biological 
connections between atoms and molecules, rather than 

Object A                    Object B 
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just their spatial relationships. Presenting such 
connections in animation would require information 
about how components in the structures of interest are 
related to each other in non-spatial contexts. The 
development of modeling and description methods makes 
it possible to embed semantic information into modeling 
data. For example, using XML for 3D description allows 
the integration of semantic knowledge structures with 
spatial structures [10,21]. This provides a good 
opportunity to use multiscale technology and space-scale 
animation to support the visualization and interaction 
with large and complicated structures.  

If knowledge structures are not available in original 
data sources, users would need help in creating such 
structures. Advanced technologies like data mining or 
ontology mapping could be useful to provide users with 
potential organization schemes, although it remains a 
question of whether system-generated schemes are what 
users may want. Of course, users can have tools to 
manually label individual objects to create their own 
semantic descriptions. However, it will be a daunting task 
to handle large structures with thousands or even millions 
of components by using this approach. Apparently, this is 
an issue concerning the creation of computerized 
classification schemes for massive data and information, 
a challenge far beyond the scope of this research.  

6. Conclusions  

This research has proposed a new interactive 
animation method to help users establish the connections 
between multiple views, which focus on objects and 
structures distributed in different places and at different 
scales. Space-scale animation traverses space and scale, 
and provides users with a proper context for different 
structures in both space and scale dimensions. For large 
and complicated structures, showing cross-scale context 
information could be important to the understanding of 
structures in different views, in particular when these 
structures are related to each other through structures at 
other scale levels, as seen in Figure 10 and 12. 

The focus of the research has been on the 
interpolation function and semantic representations of 
structures in designing space-scale animation. Because of 
the unique feature of scaling-as-traveling in multiscale 
environments, the interpolation of spatial position often 
becomes unnecessary when proper scale interpolation 
functions and scaling centers can be chosen. For semantic 
representations, our efforts have focused on the 
interactive design that presents users with appropriate 
representations at different scales in animation. 

An issue in our 3D implementation of space-scale 
animation is that the interpolation function does not 
consider whether there are objects on animation 
trajectories which may block a user’s view to those 
structures of interest and prevent the user from seeing 

clearly how different structures are related in animation. 
It is our interest to address this issue in the future by 
integrating more complicated trajectory functions that 
allow the avoidance of obstacle objects [38] into design.  

We are also interested in knowing how effective this 
space-scale animation technique is in supporting cross-
scale understanding. It has been argued that the 
effectiveness of animation techniques in supporting user 
interfaces is related to many factors, such task domains, 
user experience, image quality, transition, and 
interactivity [15]. We are interested in studying user 
performances in using space-scale animation in managing 
geographic information and complex model structures. In 
particular, we would like to use lab experiments to study 
the effectiveness of the approach of using the lowest 
common parent to tie objects that are distributed in space 
and scale. Also, we will examine how this space-scale 
animation may help cross-scale collaborative information 
sharing by comparing it with other techniques, such as 
verbal communication.  
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