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ABSTRACT 
Computer-based geometry systems have been widely used 
for teaching and learning, but largely based on mouse-and-
keyboard interaction, these systems usually require users to 
draw figures by following strict task structures defined by 
menus, buttons, and mouse and keyboard actions. Pen-based 
designs offer a more natural way to develop geometry 
theorem proofs with hand-drawn figures and scripts. This 
paper describes a pen-based geometry theorem proving 
system that can effectively recognize hand-drawn figures and 
hand-written proof scripts, and accurately establish the 
correspondence between geometric components and proof 
steps. Our system provides dynamic and intelligent visual 
assistance to help users understand the process of proving 
and allows users to manipulate geometric components and 
proof scripts based on structures rather than strokes. The 
results from evaluation study show that our system is well 
perceived and users have high satisfaction with the accuracy 
of sketch recognition, the effectiveness of visual hints, and 
the efficiency of structure-based manipulation. 

Author Keywords 
Geometry theorem proving, hand-drawn figures, hand-
written proof scripts, recognition, structure based 
manipulation. 

ACM Classification 
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INTRODUCTION 
Geometry theorem proving is one of the most challenging 
skills for students to learn in secondary school mathematics 

[5, 18]. Senk found that the results of geometry education in 
secondary school were disappointing, even in the second 
semester of learning geometry [26]. About a quarter of 
students gave up on problems of geometry proving, and  
only about 30% of students can complete 75% or more of 
geometry proofs correctly. Many students find it difficult to 
write down a formal proof because they do not understand 
the geometric properties involved in the proof [29].  

Computer-assisted geometry proving has been studied by 
many researchers [2, 7, 9, 12, 19, 23]. Dynamic geometry 
systems are developed to assist users to create geometric 
constructions, explore geometry graphs, formulate 
conjectures, check facts [9, 12, 19, 23], and even build 
proofs [2, 7]. These tools are useful in helping users 
understand geometric properties, generate theorem proving 
ideas, and discover interesting geometry propositions. 
However, built upon the traditional WIMP interaction style, 
they impose pre-defined interaction styles and task 
structures that are defined by menus, buttons, mouse and 
keyboard actions, and so on. These interaction styles and 
task structures often do not match what students usually do 
in geometry proving in their real-life. Being forced to 
follow unfamiliar interaction styles and task structures, 
students may be distracted from the major task of exploring 
and understanding the relationships between proof steps 
and geometry figures, which is an important factor to 
improve the understanding of geometry proving [30]. 

Pen-based interaction offers an opportunity to enhance the 
learning of geometry proofs by leveraging advanced 
computational techniques and at the same time, by allowing 
students to follow the natural and traditional hand-written 
approach. With pen-based tools, students can write proof 
scripts and geometric figures on computer screens, just as 
what they do with pen and paper in real life. Computational 
tools can understand their hand-writing and offer intelligent 
help based on their actions and action contexts.  

In this paper, we explore an approach to support pen-based 
geometry proving. A sketch recognition method is proposed 
to understand the hand-drawn geometry graphs and 
handwritten geometry proof scripts and build the 
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correspondence between geometric components and proof 
scripts. Based on the algorithm, we develop a system to 
provide dynamic and intelligent visual assistance to help 
users understand the process of proving and support 
structure-based manipulation of proof scripts. Figure 1 
demonstrates some key features of our approach. Lines in 
Figure 1 are the recognition results of hand-written lines; 
when a geometry proof step, AB⊥AC, is selected, the 
corresponding geometry representation, the perpendicular 
lines AB and AC, are highlighted.  

 
Figure 1. An example of intelligent visual hints that 

highlights the geometry representation of a selected proof 
step. 

 

The paper is structured as the following. First, we review 
related research, and then outline the key factors in 
geometry proofs by analyzing a proving example. Next, we 
describe the detail of the recognition algorithm and 
intelligent tools to assist geometry proving. Furthermore, 
we present the evaluation of a prototype system of 
geometry proving.  Finally, we discuss the results of our 
research and conclude the paper with future research 
directions. 

RELATED WORK 

Geometry Systems 
Computer assisted teaching and learning systems are 
important to education. In geometry education, interactive 
geometry software environments [4, 9, 11, 12, 23] have 
offered new methods for teaching and learning geometry 
theorem proving [13]. For example, MMP/Geometer [9] 
and GeoProof [23] support automatic geometry theorem 
proving; GeoProof [23] used an automatic theorem prover 
to check facts. Although these systems are useful, they are 
based on the mouse-and-keyboard interaction, which is 
unnatural and imposes task structures that do not match 
what students do in real-life. 

Researchers have studied pen-based geometry systems to 
support more natural interactive activities. Liu et al [22] 
developed a pen-based geometry teaching system, which 
supported only geometry drawing but neglected geometry 
proving. GeoAssistor [10] is a pen-based geometry proving 
system, but the system cannot understand hand-written 
proof scripts.  

Sketch Recognition 
Sketch understanding systems have been used in education 
area. These systems made learning activities more 
interesting. MathPad2 [20] is a system to support the 
creation and exploration of mathematical sketches. Ouyang 
[24] studied the recognition of hand-drawn chemical 
diagrams and the generation of the 3D structure of the 
organic substance based on recognition results to support 
the interaction with and understanding of the substance. 
Alvarado [1] built a system to simulate physical 
phenomenon based on pen-based sketches. Sim-U-Sketch 
and VibroSketch [16] can assist the learning of the circuit 
and vibration knowledge by recognizing hand-drawn circuit 
and vibration diagrams. Research has also been done to 
recognize handwritten formulae, such as mathematical 
expression [20] and chemical expression [24,28]. However, 
these systems are domain-specific, and cannot be easily 
extended to other domains, such as plane geometry.   

A geometry proof consists of hand-drawn geometry figures 
and handwritten proof scripts. Recognizing hand-drawn 
graphs has been researched. Paulson [25] studied the 
recognition of primitive sketches. Li [21] investigated 
synchronized recognition of graphs with real-time user 
feedback. However, little research has been done to 
recognize handwritten geometry proof scripts and build the 
correspondence between geometry figures and proof scripts. 

GEOMETRY THEOREM PROOF IN PLANE GEOMETRY 
To prove geometry theorem in plane geometry, a student 
usually draws the corresponding geometry graph, and 
writes the proof scripts step by step to prove the theorem. 
Sometimes, assistant lines are constructed to help the proof.  

We collected ten geometry exercise books from junior-high 
students who were studying plane geometry, and analyzed 
these manuscripts to get students’ typical handwritten 
proving styles on the paper. Figure 2 demonstrates a snippet 
from a geometry student’s exercise book, which is the 
typical proving style in these exercise books. 

 
Figure 2. A snippet from a student’s geometry exercise 

book. 
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As shown in the figure, the proving scripts are on the right 
of the hand-drawn graph and are within the blue dashed box. 
The proof scripts consist of a serial of preconditions and 
conclusions that are combined by the deduction symbols. 
We define each precondition or conclusion as a proof step. 
Deduction symbols, such as “}=>” and “=>”, are between 
proof steps. The reason for a deduction is often behind the 
conclusion item and enclosed by a pair of brackets. 

For the structure of a proof step, each proof step usually 
specifies two geometry objects and their relationship. The 
type of a geometry object can be “line”, “circle”, “triangle”, 
“point”, and so on. The relationships include “parallel”, 
“perpendicular”, “similar”, “same”, “equal”, etc. 

In this paper, we propose a computer-based approach to 
support such geometry proving. Our work focuses on an 
algorithm to understand geometry proving styles, shown in 
Figure 2, and to provide assistance to geometry proving by 
establishing the correspondence between geometry figures 
and geometry proof scripts. The recognition of handwritten 
deduction reason is not addressed in this research. 

UNDERSTANDING HANDWRITTEN PROOFS 
As shown in the preceding section, handwritten geometry 
proofs include hand-drawn geometry figures and 
handwritten geometry proof scripts. Both of them are 
composed of a serial of strokes. Our algorithm recognizes 
them respectively and then builds the correspondence 
between them.  

 
Figure 3. Architecture of hand-drawn geometry proof 

understanding. 

 

Figure 3 shows the architecture of our algorithm. The hand-
drawn figure recognition method deals with each stroke 
separately. It consists of three steps: stroke segmentation, 
primitive recognition, and primitive combination. The 

recognition of hand-written proof scripts is based on proof 
step identification. For each proof step, DP-based (Dynamic 
Programming) symbol segmentation [8] and SVM-based 
symbol recognition [6] are performed to understand the 
handwritten proof step. After that, the meaning of the proof 
is created through semantic interpretation. A post-
processing step builds the correspondence between the 
figures and the proofs. 

Recognition of Hand-Drawn Geometry Figures 
In plane geometry, a geometry figure is usually composed 
of points, lines, and circles. Our figure recognition method 
treats each stroke separately. For each stroke, our algorithm 
first segments it into sub-strokes at turning points. Then 
each sub-stroke is recognized separately to be a shape 
primitive (point, line, or circle). Furthermore, a hierarchy of 
the primitives is constructed. Combining all the recognition 
results of strokes leads to a geometry figure. 

Stroke segmentation 
A stroke contains a serial of points. For each stroke, it is re-
sampled according to the equal between-point distance 
criterion. The re-sampled stroke can be represented as {P0, 
P1, …,PN}. Pi(x, y) indicates the position of the ith point in 
the stroke. Figure 4 gives an example of a re-sampled 
stroke. 

 
Figure 4. Re-sampled points of a stroke and an angle 

between two adjacent lines of this stroke.  

 

To judge whether Pi is a turning point in a stroke, the 
algorithm calculates the angle θ  between Line Pi Pi-1 and 
Line Pi Pi+1 using the law of cosines as shown in Figure 4. 
If the angle θ  is smaller than a given threshold angle –  
angleThres, Pi is a turning point in the stroke; otherwise, Pi 
is not a turning point. In our research, angleThres is set to 
be 4π /5.  

After finding all turning points in a stroke, the stroke is 
divided into several sub-strokes separated by turning points. 
If the number of re-sampled points of a sub-stroke is less 
than a given threshold, ptThres, the sub-stroke is added to 
its preceding sub-stroke. After segmentation, each sub-
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stroke constitutes a shape primitive. In our research, 
ptThres is set to be 5. 

Primitive recognition 
A shape primitive could be a point, a line, or a circle. The 
following formula defines how the type of a stroke is found.  

 

( )
( )

,     

,       &
,     

Point if pointNum ptThres

type Line if density lDenThres density hDenThres
Circle else

<⎧
⎪

= > <⎨
⎪
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When the stroke in a shape primitive has less than ptThres 
points, the primitive is a point. Line recognition is based on 
stroke density. Here, we define the density of a stroke as the 
ratio of the stroke’s length to its bounding box’s diagonal 
length. When the density of a stroke in a primitive is 
between two given thresholds, lDenThres and hDenThres, 
the primitive is a line. If a stroke is not recognized as either 
a point or a line, it is taken as a circle. In our algorithm, 
lDenThres and hDenThres are set to be 0.7 and 1.3 
respectively.  

Letter labels are assigned to shape primitives. A point only 
needs one letter to be separated from other points. A line 
has two labels, each of which corresponds to an end of the 
line. A circle also has two labels: one for the center and the 
other for a point on the circle. Our algorithm keeps track of 
what letters have been assigned and guarantees the 
uniqueness of letter labels.  

Primitive combination 
After knowing shape primitives, the algorithm combines 
these primitives to form a high level geometry figure. For 
example, when the endpoint of a line is very close to the 
endpoint of another line, the two lines are linked by a 
common endpoint.  

Figure 5 illustrates the recognition results of some hand-
drawn geometry figures. Figure 5(a) is a hand-drawn curve, 
and Figure 5(b) shows its recognition result, a poly-line and 
letter lables on individual lines. The quadrangle in Figure 
5(d) is the recognition result of the drawing in Figure 5(c). 
The hand-drawn graph in Figure 5(e) is recognized as a 
circle in Figure 5(f).  

Recognition of Handwritten Geometry Proof Scripts 
The basic unit of a geometry proof script is proof step. Our 
geometry proof script recognition method is based on proof 
step identification. The following sections describe proof 
step identification, symbol partition in a geometry item, 
symbol recognition, and semantic interpretation. 

Proof step identification 
A proof step is usually followed by a deduction symbol or 
by another step in a new line. We use this feature to identify 
individual proof steps. 

 
Figure 5. Hand-drawn geometry graphs and their 

recognition results. 

 

When the pen is up, the algorithm judges whether the 
current stroke is the deduction symbol ‘}’ by the SVM-
based recognition method, which will be introduced below, 
or whether it is a stroke in a new line by the spatial relations 
to the current proof step. If the stroke is ‘}’, the current 
proof step is finished. If the stroke is in a new line, the 
current proof step is finished and a new proof step is 
created. Otherwise, the DP and SVM based symbol 
segmentation and recognition process are performed to get 
the recognition result of the current handwritten proof step. 
If the last symbol is ‘=>’, a proof step has been finished and 
the user is going to start a new proof step. Otherwise, the 
user is still working on the current proof step.  

Symbol partition in a proof step 
Dynamic programming is typically applied to optimization 
problems [8]. It is used to segment a handwritten proof step 
to several symbols in our algorithm. 

Before symbol partitioning, the strokes in the proof step are 
sorted according to the left borders of their bounding boxes. 
Thus, the writing order of the symbols in a proof step is not 
restricted. After stroke sorting, overlapped strokes are 
merged to stroke blocks. The merged stroke blocks can be 
represented as {b1, b2… bN}.  

The following formula describes the approach to find 
optimal symbol segmentations by dynamic programming. 

 

( ) ( ) ( ) ( ){ }, min , 1, , ,D i j D i k D k j d i j= + +  

[ ], , 1, , ,i j k N i j i k j∈ ≤ ≤ <  

 

(a)                                     (b)

(c)                                     (d)

(e)                                     (f)
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where D(i, j) is the reliability corresponding to the optimal 
symbol segmentation of stroke blocks {bi,…, bj} and  d(i, j) 
is the reliability of the candidate symbol that is composed 
of stroke blocks {bi,…, bj}.  

The symbols in a proof step have the following 
characteristics: first, they have similar widths and heights; 
second, the distances between stroke blocks in a symbol are 
often smaller than the distances between stroke blocks in 
different symbols; third, the width of a symbol is often not 
too large. Thus, d(i,j) can be calculated by the following 
formula: 

  

( ) ( ) ( ) ( )1, * , * * ,
,

d i j a intraDF i j b c wF i j
interDF i j

= + +  

[ ], 1, ,i j N i j∈ ≤  

where intraDF is the intra-distance factor between stroke 
blocks in a symbol. interDF describes the inter-distance 
between adjacent symbols; wF is the width of a candidate 
symbol; and a, b, c are weights of these factors in the 
overall distance(In our algorithm, these three factors are 
treated equally: a=0.33, b=0.33 and c=0.33). 

Suppose d’(i,j) is the normalized distance between the 
bounding boxes of the stroke block bi and the stroke block 
bj, intraDF(i,j) and interDF(i,j) can be calculated by the 
following formulae.  
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The following formula describes the calculation of wF(i,j). 
It is normalized by the average height and the maximum 
width of the stroke blocks. 
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Symbol recognition 
SVM classifier is proved to be effective to recognize hand-
drawn mathematical symbols [17]. As most symbols in 
geometry proof are mathematical symbols, this research 
also adopts a SVM classifier to recognize handwritten 

geometry symbols. In particular, the multi-class 
classification is accomplished with Libsvm [6] and the 
classifier uses the RBF kernel. A handwritten symbol can 
contain online features that include sequential information 
about points and strokes, and offline features that are based 
on the symbol’s corresponding image. As online features 
and offline features could complement each other [17, 27], 
both online features and offline features are used by our 
classifier.  

Before extracting features for the SVM input, normalization 
is performed for the handwritten symbols. The normalized 
symbols have fixed size and contain the same number of 
points. Moreover, the image of the symbol is also generated.  

Our algorithm uses the angles between adjacent points in 
the strokes as the online features and uses the ratios of 
black pixels as the offline features. Suppose the strokes in a 
symbol have pN points and the image is partitioned into 
m*m sub-images. The features used by the classifier can be 
represented as follows:  

1 1 2 2 1 1

1 2 *

sin ,cos ,sin ,cos ...sin ,cos ,

, ,...,
pN pN

m m

F
density density density

− −⎧ ⎫⎪ ⎪= ⎨ ⎬
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where densityi is the ratio of black pixels in the ith sub-
image. 

Currently, the geometry symbols that can be recognized by 
our algorithm include 10 digits, 26 English letters – both 
lower and upper cases, and some special symbols in 
geometry (∵∴∠ + .≌⊥∽＋-∟ = ∥}⇒ ).  

Semantic interpretation 
After getting the proof recognition result, semantic 
meanings of a proof step can be extracted. For example, 
“+ ABC” are not just four symbols, but have the meaning 
of a triangle consisting of three linked lines.  

Our algorithm uses a semantic interpretation table to look 
up semantic meanings. The semantic interpretation table 
mainly includes two parts. One part defines the semantic 
meaning of symbols that indicate geometry shapes, such as 
‘ ∠ ’, ‘∟’, ‘ + ’, and ‘. ’. The other part explains the 
relationship symbols that describe relationships between 
geometry components, such as ‘∵’, ‘∴’, ‘≌’, ‘⊥’, ‘∽’, 
‘＋’, ‘-’, ‘=’, ‘∥’, and ‘⇒ ’. 

Figure 6 shows the recognition result of a handwritten 
geometry proof. 
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Figure 6. Recognition result of handwritten geometry 

proof. 

 

Post-processing 
With the recognition results, our algorithm builds the 
correspondence between the geometry graphs and the 
geometry proof scripts. The recognized figures are 
represented as a serial of graph primitives and their 
relationships.  

After recognizing handwritten proof scripts, our algorithm 
connects a proof step with geometry objects. The 
correspondence between them is established by matching 
the recognized letters in proof step with the labels of graph 
primitives. 

Such correspondence can also help to correct some errors in 
the recognition of handwritten proof scripts. As the proof 
scripts should be consistent with the graph, our algorithm 
uses the knowledge extracted from the graph to identify 
potential text recognition errors. For example, when “CD” 
is incorrectly recognized as “CP”, the result can be 
corrected by knowing that there’s a line “CD” in the graph 
and there’s no line “CP” in the graph. 

ASSISTANCE TO GEOMETRY PROOF 
If a student does not understand the conditions of a 
proposition, she cannot really judge the correctness of the 
proposition [13, 14]. Moreover, the student may fail to 
relate each proof step in a text book proof to the 
accompanying figure [30]. To help students understand 
geometry proof, we provide intelligent visual hints and 
structure-based manipulation technique. 

Intelligent hints for geometry proof 
By using the correspondence between geometry figures and 
geometry proof scripts, we provide intelligent hints to help 
users understand geometry proving processes. The hints 
update when the pen is up (Figure 7) or object manipulation 
happens (Figure 1). 

Figure 7 shows how intelligent hints work. When a user 
writes the geometry proof scripts, the current proof step as 
well as its corresponding figure is highlighted. The figures 

at the top of Figure 7 are the formal geometry figures 
recognized from hand-drawn figures. The bottom shows the 
geometry proof scripts. The recognition result of the 
handwritten geometry proof scripts is used implicitly and 
not shown in the figure. In Figure 7(a), when the step of 
AB//CD is written and recognized, Lines AB and CD in the 
geometry figure are highlighted. In Figure 7(b), handwritten 
AB in a new proof step is recognized, and Line AB in the 
geometry figure is highlighted. In Figure 7(c), the proof 
step of AB⊥AC is recognized, and the perpendicular lines 
of AB and AC in the geometry figure are highlighted.  

 
Figure 7. Highlighting the proof step the user is writing 

and its corresponding figure.  

 

Intelligent hints also appear when the user manipulates the 
geometry proofs. For example, as shown in Figure 1, when 
the user selects a proof step, the step and its corresponding 
figure are highlighted. 

With the intelligent hint technique, a proving process can be 
replayed by highlighting each geometry proof step with its 
corresponding figure. This approach can help to overcome 
the difficulty in relating the proof step in a text book proof 
to the accompanying figure, a big barrier in learning 
geometry proof [30]. 

Efficient manipulation of geometry proofs 
In geometry proving, some geometry proof steps may be 
used several times and the user need to write the same steps 
several times. Sometimes, the user may find errors in proofs 
and want to delete some proof steps. Thus, it is important to 
provide efficient methods to manipulate geometry proofs. 

Structure-based manipulation methods of sketches are 
proved to be more efficient than stroke-based approaches [3, 
15]. In plane geometry, a proof consists of geometry figures 
and geometry proof scripts. By recognizing hand-drawn 
geometry figures and extracting the structure of handwritten 
proof scripts, structured manipulation can be supported. We 
designed pen gestures for structure-based selecting, deleting, 
moving, cutting, and pasting operations in handwritten 
geometry proofs. These structure-based methods allow the 

(a)                           (b)                         (c)

Item1: Parallel<Line(A,B), Line(C,D)> 

Item2: Perpendicular<Line(A,C), Line(C,D)> 

Item3: Perpendicular<Line(A,C), Line(A,B)> 

Deduce<<Item1,Item2>,Item3> 
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operations of handwritten geometry proof scripts at the 
granularity of proof step.  

For example, with structure-based manipulation, deleting a 
geometric component in geometry figures can also lead to 
the deletion of related proof scripts. Figure 8 demonstrates 
an example of deleting a line in geometry figures. Figure 
8(a) shows the selected line (in red color), its corresponding 
geometry proof scripts, DE (in red color), and the deleting 
gesture (in green color). Figure 8(b) is the effect after the 
operation. Both the selected line and the related geometry 
proof steps are deleted. 

   

Figure 8. An example of deleting a line in geometry figure. 

 

EVALUATION 
With the proposed sketch understanding algorithm and the 
assistance technique in plane geometry proof, we built a 
pen-based geometry proving tool – PenProof (Figure 9).  

 
Figure 9. The user interface of PenProof. 

 

In PenProof, there are three separate areas for defining 
geometry problems, drawing geometry figures, and writing 
geometry proofs. In the figure area, the hand-drawn figures 
are recognized into formal figures and dynamic geometry is 
supported based on MMP/Geometer [9]. In the proof area, 
handwritten proof scripts are recognized in the background 
to provide assistance to geometry proving. 

We conducted a study to evaluate the PenProof system. The 
study had two goals: to test the recognition accuracy of our 
sketch understanding algorithm, and to obtain user feedback 
on the system. 

Task, Subjects, Apparatus, and Procedure 
The test task was to write down geometry proofs provided 
by us and did not require any knowledge beyond secondary 
schools, so we recruited twelve graduate students who 
possessed the required geometry knowledge. The test was 
on a machine equipped with a 2.4GH CPU, 4G memory and 
a Wacom screen.  

To test the recognition accuracy of our sketch 
understanding algorithm, we provided each subject 10 
figures and 10 proofs, and each subject was asked to select 
and finish 4 figures and 4 proofs in PenProof. The provided 
figures consisted of points, lines, and circles. The provided 
proofs consisted of proof steps and deduction symbols. 
However, the provided proofs did not include all the 
geometry symbols supported in this paper. An additional 
evaluation of the symbol recognition accuracy was 
conducted by asking each subject to draw all the geometry 
symbols twice. 

After trying the PenProof tool, each subject was asked to 
answer a post-test questionnaire to grade the graph 
recognition accuracy, the structured interaction, the visual 
hints, the comfort, and the enjoyment of the tool, all in a 7-
level Likert scale (1-vary bad, 7-very good). 

Recognition accuracy 
The evaluation results show that accuracy of hand-drawn 
figure recognition is 92.1%. Most errors were at the 
juncture of the graphs due to the warp of the points. Users 
could correct the errors either by manipulating the formal 
figures or by deleting and redrawing the figures. As for the 
proof recognition, the total recognition accuracy is 87.3%. 
The errors include the proof step identification errors, 
symbol segmentation errors, and symbol recognition errors. 
The errors of proof step identification were mainly caused 
by the misrecognition of the deduction symbols. 
Segmentation errors occurred because some users wrote 
adjacent symbols too close. Symbol recognition errors were 
due to irregularly written symbols. 

As for the geometry symbol recognition, our SVM-based 
geometry symbol recognizer used 20 samples for each 
symbol to train the classifier. These samples were collected 
from one user and were written regularly. The evaluation 
results show that the recognition accuracy for the same 
person achieves 96.4%. When using the classifier to 

(a) Deleting a line in the geometry figure 

(b)  Geometry figure and proof scripts after deleting
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recognize symbols collected from subjects, the average 
accuracy is 90.1%. The errors are caused by symbols 
written with irregular stroke orders or irregular symbol 
shapes. 

User Feedback 
Figure 10 exhibits the results of subjective evaluation. As 
shown, the recognition accuracy, the structured interaction, 
and the dynamic visual hints all received good feedback 
from subjects. In addition, the subjects thought it was 
comfortable and enjoyable to use the tool.  

 
Figure 10. Users’ ratings 

 

While all subjects thought the tool was useful, they also 
offered some constructive suggestions. Currently, the letter 
labels for shape primitives are generated automatically by 
the PenProof system. Some users suggested that the tool 
allow a user-controlled labeling design. Some users pointed 
out that the tool should support more proving styles, such as 
proofs written in a two-column form.  

DISCUSSION 
As seen, the error rates of our current approach are relative 
low. The recognition accuracies of hand-drawn figures and 
hand-written proofs are 92.1% and 87.3%, respectively.  

The most serious errors were related to incorrect deduction 
symbols. This may frustrate subjects when they used 
structured manipulation techniques and lead to relatively 
low ratings on structured manipulation compared with other 
ratings.  

Figure 11 shows one error caused by incorrect recognition 
of deduction symbols. Here, a subject tried to select the 
item “AC//BD” and reuse it in a proof that followed. 
However, the structured selection that operates at the 
granularity of proof step selected “AC//BD}”, instead of 
“AC//BD”. This error was because the deduction symbol 
“}” was incorrectly recognized as “1” and consequently, led 
to incorrect identification of proof items. 

 
Figure 11. An error caused by incorrect recognition of 

deduction symbol. 

 

In addition to these errors related to recognition algorithms, 
we also observed some errors produced by subjects when 
they wrote proofs inconsistent with the figures. The 
mismatch between drawn figures and written proofs can 
cause conflict interpretations. In this situation, subjects 
received no hint or even wrong hints. Figure 12 is an 
example of errors caused by conflicting figure and proof. 
Here, the proof step of “∠ABD=∠CDB” were written 
down, but “∠ABD” did not exist in the geometry figure. 
Thus, no visual hint in the geometry figure can be provided.  

 
Figure 12. An error due to conflicting figure and proof.  

 

To address these errors, we need to enhance our algorithms 
in several ways. First, the accuracy of deduction symbols 
should be further improved. Second, new algorithms are 
required to detect conflicting figures and proofs. 

It should be noted that in our evaluation, we did not 
measure the influence of errors on performance 
quantitatively. This is because of the lack of comparable 
systems. We have not found any system that offers the 
same level of support for hand-written geometry proof. 
Thus, we focused on the evaluation of the design concept 
first, rather than quantified user performance.  

CONCLUSION 
This paper presented a pen-based geometry proving system. 
We proposed a sketch recognition algorithm to recognize 
and correlate hand-drawn geometry figures and hand-
written geometry proof scripts. While the hand-drawn 
figure recognition is based on the detection of shape 
primitives using turning points, the hand-written geometry 
proof scripts recognition is based on the identification of 
proof steps. Based on the recognition results, we designed 
intelligent visual hints and structured manipulation 
technique to assist the understanding of geometry proving. 
Results from our evaluation study show that the algorithm 
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is effective and the assistance is useful. This pen-based 
geometry theorem proving approach has the potential to 
enhance the learning of geometry proofs by following the 
natural and traditional proving approach and meanwhile 
provide intelligent help to users.  

The contribution of this research lies in two aspects. 
Technically, we have developed algorithms to establish the 
connections between hand-drawing and hand-written 
structures. While we applied our techniques in a geometry 
proving system, our algorithms can be expanded into other 
areas that have similar tasks. 

Cognitively, the proposed “intelligent hint” design suggests 
a way to reduce cognitive loads in pen-based user interfaces 
by leveraging intelligent methods. In conventional user 
interfaces, such as WIMP-based designs, techniques to help 
reducing cognitive loads (e.g., highlighting relevant objects) 
are mature. However, objects in pen-based UI are usually 
not well-structured and well-recognized, so it is a challenge 
to use these techniques to assist users. Our approach shows 
that based on user action contexts and object 
correspondence, we can provide useful cues to reduce 
cognitive loads.  

In the future, we are interested in extending our research in 
the following directions. First, we will enhance our 
recognition algorithms to address the limitation of our 
current algorithms. The current method could only 
recognize a limited set of symbols, and only support limited 
graph types and proving styles. In the future, we will try to 
recognize more characters besides current geometry 
symbols.   

Second, we will explore other error correction strategies for 
PenProof. Currently, users are allowed to correct errors by 
erasing and rewriting the geometry proof. In the future, 
other error correction strategies, such as the multimodal 
methods, would be explored. 

Third, we will extend our research into other areas. 
Although this research focuses on pen-based geometry 
theorem proving in plane geometry, pen-based proving 
techniques could be used in solid geometry theorem 
proving as well.  In the future, we will support proving in 
solid geometry by recognizing and understanding hand-
drawn solid geometry figures. 
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